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ABSTRACT:
Prediction of futuristic price of stocks (shares) of listed companies at exchange has always been a fascinating area
of interest for all kind of market participants. Whether short term traders. long term investors, or risk managers,
everyone interest lies in forecasting the market accurately and in time. This study explores the application of Long
Short-Term Memory (LSTM) networks, a class of Recurrent Neural Networks (RNNs), for predicting stock prices of
major technology companies, Apple (AAPL), Google (GOOG), Microsoft (MSFT), and Amazon (AMZN) using
historical data from 2005 to 2024. This work of mine “Stock Prediction using LSTM (Long Short-Term Memory”)
method is a sincere effort in same direction, and I hope it will immensely help all market participants and serve them
with more accuracy in forecasting share prices in near future period.
. Keywords: Forecasting stock market, stock market, shares, stocks

1. Introduction

This article guides a stepwise walkthrough through a
new approach to stock market price forecasting using
the Long-Short-Term Memory (LSTM) method While
LSTM capability of capturing long-term dependent
time frame of data, this paper provides a basis for
insight into its use in stock market forecasting. By
analyzing the intricacies of the LSTM’s architecture
and adapting it to stock market data, this study provides
a comprehensive assessment of its potential for accurate
forecasting in financial markets. Through a systematic
analysis of real-world cases, this paper sheds light on
the potential of LSTM as a powerful tool for improving
stock valuations.
This study aims to implement and analyze LSTM
models for stock price forecasting, addressing the
following research questions:

i How effective are LSTM models at predicting
stock market prices, compared to Traditional
Statistical Techniques?

ii What are the challenges and limitations of using
LSTM models for financial forecasting?

iii Can traders and investors get useful insights from
LSTM models?

2. Review of Literature

Several researches have studied the application of deep
learning techniques to financial prediction. Hochreiter
and Schmidhuber [1] introduced LSTM-based net-
works to overcome the vanishing gradient problem
inherent in recurrent neural networks (RNNs). Chen
et al. [2] demonstrated that LSTM models outper-
formed traditional methods in forecasting stock prices,
highlighting their ability to capture complex temporal
patterns. Similarly, a study by Li et al. [3] integrated
Symbolic Genetic Programming with LSTM, achiev-
ing significant improvements in prediction accuracy
for Chinese stocks. LSTM is now widely used in
areas such as speech recognition, natural language pro-
cessing, and financial time-series predictions. Recent
investigations have examined LSTM applications to
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stock market predictions, showing some good results.

Figure 1: code snippet

Challenges such as overfitting, the challenges posed by
noisy data, and the aberration of the market continue
to provide barriers.

3. Data Collection and Preprocessing

For this study, Yahoo Finance [4] was used to provide
the historical stock price data, including the daily stock
prices of Apple (AAPL), Google (GOOG), Microsoft
(MSFT), and Amazon (AMZN), covering the period
from January 1, 2005, to December 31, 2024. The
dataset included daily open, high, low, close, adjusted
close prices, and trading volume. Features were nor-
malized using Min-Max scaling to ensure that all inputs
to the LSTM model are on a comparable scale, facili-
tating faster convergence during training.
To enhance the model’s predictive capabilities, addi-
tional features were engineered.

i Closing Price: Served as the key indicator of
market sentiment and the primary variable for
time-series prediction.

ii Sales Volume: Representing the total number of
shares traded daily and was included to capture
market activity and liquidity trends that often
precede price movements.

iii Daily Returns: Calculated as the percentage
change in closing prices.

iv Moving Averages: Computed 10-day, 20-day,
and 50-day moving averages (MA) for each stock
Apple, Google, Microsoft, and Amazon based on
their respective closing price tickers, to capture
short-, medium-, and long-term trend patterns
respectively.

The code snippet demonstrates data extraction and
preprocessing in figure 1.

Figure 2: data extraction

Figure 3: data extraction

4. LSTM Model Architecture

The LSTM model implemented in this study consists of
multiple layers, including LSTM units, dropout layers
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Figure 4: Closing Prices

Figure 5: Sales Volume

to mitigate overfitting, and dense layers for output
generation. The model architecture is outlined below:

5. Results

The Long Short-Term Memory (LSTM) model was
employed to predict the closing price of Apple Inc.
(AAPL) stock using historical data. The results, as
depicted in the graph number 12, it shows the model’s
performance in three distinct phases.

5.1. Training Phase (Blue Line)

i The LSTM model was trained on the historical
price data of the stock, covering a long-term trend
of Apple’s stock performance in the market.

ii The training data is from 2005 to 2024, so, it
captures the price fluctuations, long-term trends,
and volatility.

Figure 6: Daily Return

Figure 7: Moving Average-1

Figure 8: Moving Average-2

5.2. Validation Phase (Red Line):

i A subset of the dataset was kept apart from the
rest at the time of training to be used to evaluate
the model’s learning process

ii The validation data (approximately from early
2023 to late 2024) demonstrates a strong corre-
lation with the historical trend, confirming the
model’s reliability.

Figure 9: Moving Average-3

© 2025 Author(s). This article is published under the CC-BY license at http://jpr.vyomhansjournals.com.



Bhavisshya Amit Goyal Grad.J.InteR3, 2025, Vol.03, No. 01 65

Figure 10: Moving Average-4

Figure 11: Moving Average-5

5.3. Prediction Phase (Yellow Line):

i With the help of the LSTM, the model made
predictions for future stock prices beyond the
time period of validation.

ii The predicted values closely follow the validation
set, suggesting that the LSTM model effectively
captures patterns and trends in Apple’s stock
price.

Figure 12: Correlation code

Figure 13: Correlation in stock return

Figure 14: LSTM Model

6. Challenges

While LSTMs outperform traditional methods, several
challenges remain:

i Market Volatility: Sudden economic shifts or
geopolitical events can cause stock price fluctua-
tions.

ii Data Quality: The presence of noise in financial
data can affect prediction accuracy.

iii Computational Complexity: Training deep
LSTM models is resource-intensive and requires
optimization techniques.

Although these are the hurdles associated with LSTMs,
however, they provide trade insights by quantifying

Figure 15: The Long Short-Term Memory
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patterns and providing prediction errors. Future im-
provements may include the implementation of sen-
timent analysis, hybridization of the models between
LSTMs and reinforcement learning, and experimenta-
tion with attention mechanisms for increased prediction
accuracy.

7. Conclusion

This study highlights the effectiveness of LSTM net-
works in stock market prediction. Future research
directions include:

i Integrating real-time news and sentiment analy-
sis for improved accuracy.

ii Exploring hybrid architectures such as convolu-
tional neural networks (CNNs) combined with
LSTMs.

iii Conducting hyperparameter tuning and testing
alternative optimizers for model refinement.
These enhancements will further solidify
LSTM-based stock predictions, making them
more reliable for investment and trading
strategies.
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